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ABSTRACT
Sentiment analysis is an important task of natural language
processing (NLP) that aims to assign quantitative sentiment
values to documents of text. This research uses the Python
scikit-learn library to implement and analyze the effective-
ness of Multinomial Naive Bayes (MNB), Support Vector Ma-
chines (SVM), and Logistic Regression (LR) text classifiers.
The goal is to determine which of the three models is most
effective at classifying text sentiment (positive or negative).
Two experiments are conducted to test each model using
two real-world datasets. Precision, recall, and F-measure is
calculated for each model, and the results show that SVM
had the highest effectiveness scores for both datasets. More-
over, the MNB, SVM, and LR models achieve higher scores
when classifying sentiment in movie reviews, as opposed to
tweets.
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1 INTRODUCTION
Text classification is an extensively studied task in the field
of natural language processing (NLP), where the aim is to
assign a set of predefined categories to different documents
of text. The world generates 2.5 quintillian bytes of text data
per day, and with the development of new devices, sensors,
and technologies, this rate is expected to accelerate even
more [11]. Moreover, 80% of enterprise data is unstructured
(i.e., comes from sources such as emails, social media posts,
and blogs), and gathering insights from large, unstructured
datasets is a challenging task [10]. Fortunately, NLP can be
used to automatically analyze large volumes of text from
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various sources, including news outlets, blogs, and social
media platforms.
Sentiment analysis aims to assign a quantitative value

to a piece of text expressing an affect or mood [20]. Many
businesses are customer-centric and base their decisions on
customer feedback and opinions; thus, monitoring customer
sentiments can provide value to a business and poses a wide
range of use cases. For example, much of the content found
on Twitter is opinion oriented, and sentiment analysis can be
used to detect hate speech in tweets [1, 24, 26]. User moods
can also be extracted from tweets and leveraged to predict
stock prices [2, 19, 22]. Many online platforms provide an
option for users to rate products and write reviews based
on their past experiences of using them. Thus, sentiment
analysis can be leveraged to help businesses gain valuable
insight into the performance of their products and identify
areas for improvement.

One challenge in sentiment analysis is choosing the most
effective model for analyzing a given dataset. Effectiveness
describes how well a model is doing the job it was designed
for, where no consideration is given to the resource con-
sumption of a model while doing that job [5]. Examples of
popular effectiveness metrics include precision, recall, and
F-measure. The effectiveness of a model could be dependant
on the domain of a dataset, and different classifiers may gen-
erate different results. Many machine learning (ML) libraries
also provide developers with powerful tools for building dif-
ferent classifiers, and it is important to conduct experiments
that analyze the effectiveness of ML model implementations
from various sources.
Using the Python scikit-learn library [21], this work an-

alyzes the effectiveness of the Multinomial Naive Bayes
(MNB), Support Vector Machine (SVM), and Logistic Regres-
sion (LR) classifiers for conducting sentiment analysis. The
aim of this work is to investigate whether there are differ-
ences in effectiveness among the MNB, SVM, and LR models,
and to determine if the effectiveness of each algorithm re-
mains consistent over two different dataset domains. The first
dataset contains tweets, the second contains IMDB movie
reviews, and every tweet or movie review is labeled with
either a positive or negative sentiment. For each dataset, a
MNB, SVM, and LR model is trained on 80 percent of the
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data and tested on the remaining 20 percent. Precision, recall,
and F1 are calculated to show the effectiveness of the models,
the results are analyzed, and different ideas are presented on
how to improve these results.
Section 2 reviews some of the related literature and rel-

evant use cases of sentiment analysis. Section 3 outlines
the research questions and hypotheses that guide this work.
Section 4 provides a general overview of the MNB, SVM,
and LR classification algorithms, while Section 5 details the
datasets that are used in the experiments. Section 6 describes
the experimental procedure that was used to test the hy-
potheses of this work, along with a discussion of the results.
Section 7 concludes the paper by identifying future research
directions.

2 RELATEDWORK
Since this study is centered on the domains of Twitter and
IMDB, a specific focus is given to previous studies that use
sentiment analysis for classifying tweets and product re-
views.

Predicting Stock Prices via Twitter Sentiment
Many people use Twitter to express their opinions about
certain products or brands, and this information can be
leveraged to predict stock prices. Bollen et. al [3] investi-
gate whether measures of public mood states derived from
large-scale Twitter feeds are correlated, or even predictive, of
Dow Jones Industrial Average (DJIA) values. OpinionFinder
was used to measure positive and negative moods from text
content, and Google-Profile Mood of States (GPOMS) was
used to measure mood in terms of 6 dimensions (Calm, Alert,
Sure, Vital, Kind, and Happy). The resulting public mood
time series were correlated to the DJIA to assess their abil-
ity to predict changes in the DJIA over time. The authors
then used a combination of past DJIA values and the public
mood time series to train a Self-Organizing Fuzzy Neural
Network (SOFNN) for predicting DJIA closing values. Results
show that the SOFNN achieved an accuracy of 87.6 percent,
outperforming traditional methods. Moreover, the authors
determined that the calmness and happiness of the public
(measured by GPOMS) are predictive of of the DJIA, rather
than the general levels of positive or negative sentiment
measured by OpinionFinder.
Building on the strategy of Bollen et. al, Mittal and Goel

[16] evaluate the effectiveness of the linear regression, logis-
tic regression, SVM, and SOFNN algorithms for predicting
stock prices. However, rather than using k-fold cross vali-
dation to measure the accuracy of these models, Mittal and
Goel propose k-fold sequential cross validation, a validation
technique that trains on all days up to a specific day and tests
for the next k days. Experimental results suggest that when
trained on the feature set of the DJIA values, a collection

of Calm mood values, and the Happiness dimension over
the past three days, SOFNN performs very well in predict-
ing DJIA values and achieves an accuracy of 75.56 percent.
Although this accuracy is lower than the one achieved by
Bollen et. al, the authors claim that using k-fold sequential
cross validation gives stronger evidence that the correlation
spans over the entire range of data.

Detecting Hate Speech on Twitter
The Twitter Hateful Conduct policy aims to prevent hate
speech from being used on their platform, and this poses
an opportunity to use sentiment analysis techniques for the
automatic detection of hate speech. Kwok and Wang [13] fo-
cused on the black constituency of Twitter and implemented
a NB classifier for classifying tweets as either racist or non-
racist. The classifier was evaluated using 10-fold cross vali-
dation, achieving an accuracy of 76% and a mean error rate
of 24%. The authors claim that this performance is insuf-
ficient, and the low accuracy stems from only employing
unigrams, which do not consider information such as text
sentiments. Therefore, future implementations of their algo-
rithm plan to include a combination of sentiment analysis
and classification, bigrams, and word-sense disambiguation.

Burnap and Williams [4] aimed to develop a hate-speech
classifier that could support policymakers during an evidence-
based decision-making process. They first identified the nu-
anced features of hate speech that can be used for classifica-
tion, which are based on typed dependencies that provide a
representation of syntactic grammatical relationships in a
tweet. The authors then used the Java WEKA ML library [9]
to implement Bayesian Logistic Regression (BLR), Random
Forest Decision Tree (RFDT), SVM, and ensemble classifiers.
The ensemble method uses a voted meta-classifier based
on maximum probability that combines the outputs of BLR,
RFDT, and SVM to make a final classification. Their results
show that BLR, RFDT, and SVM performed similarly across
most feature sets. However, the ensemble classifier matched
or improved on the recall of these models in all experiments,
suggesting that an ensemble classification approach is must
suitable for classifying hate speech.
Davidson et. al [7] address the challenge of mistakenly

classifying instances of offensive language as hate speech
and build a multi-class classifier to distinguish between these
categories. The model was trained using a dataset of tweets
containing hate speech keywords, which had been previously
labeled as either being hate speech, offensive language, or
neither. Their best model achieved an overall precision of
0.91, recall of 0.90, and F-measure of 0.90, but 40% of hate
speech had been misclassified. This suggests that compared
to human analysts, their model has a stricter set of rules for
classifying a tweet as hateful.



Analyzing the Effectiveness of Three Scikit-Learn Text Classifiers for Sentiment Analysis CS848 Final Project, April 22, 2020, Waterloo, ON

Sentiment Analysis for Online Product Reviews
Yu et. al [29] approached the problem of predicting sales
performance using online reviews and identify important
factors involved in generating predictions. Their primary
contributions are the ARSA andARSQAmodels, which factor
in the effect of sentiments and past sales performance on
future sales performance. In the case of ARSQA, the quality
of reviews is also considered. Experimental results show that
ARSQA generally outperforms ARSA, and both sentiments
and review quality have significant impact on the future
sales performance of products.
Panichella et. al [20] investigate whether the structure,

sentiment, and text features of app reviews can be used to
classify and select useful reviews that help developers iden-
tify bugs or suggestions for improving their apps. They pro-
pose a taxonomy to classify app reviews into categories that
are relevant to software maintenance and evolution. The au-
thors argue that NLP, topic analysis, and sentiment analysis
each have separate advantages, and they experimented with
various combinations of the three techniques to see what
combination produced the best results. For each combina-
tion, five different models (NB, SVM, Logistic Regression, J48,
and ADTree) were trained and tested on an Apple App Store
dataset containing reviews for three different apps. They
found that a using J48 with a combination of NLP, topic
analysis, and sentiment analysis techniques achieves better
results (precision of 75 percent and recall of 74 percent) than
the results obtained from using each technique separately
(precision of 70 percent and recall of 67 percent).

3 RESEARCH QUESTIONS AND HYPOTHESES
The main goal of this research is to use the scikit-learn li-
brary to implement and investigate the effectiveness of the
MNB, SVM, and LR sentiment classifiers. Thus, the research
questions that guide this work are:

• RQ1: For each dataset, will MNB, SVM, or LR achieve
the highest overall F-score?

• RQ2: Will MNB, SVM, and LR maintain consistent
effectiveness across both domains (Twitter and IMDB)?

Since [8, 23] show that SVM can be effective at text classi-
fication, the first hypothesis for this evaluation is that SVM
will achieve the highest F-score for both datasets. The sec-
ond hypothesis is that all models will maintain consistent
effectiveness across the Twitter and IMDB domains. These
hyptoheses are tested by conducting separate experiments
for each dataset and the effectiveness of each model is mea-
sured by using the widely adopted performance metrics of
precision, recall, and F-measure. Precision measures the the
positive patterns that are correctly predicted from the total
predicted patterns in a positive class, recall measures the frac-
tion of correctly classified positive patterns, and F-measure

represents the harmonic mean between precision and recall
values [25].

4 MODELS
Multinomial Naive Bayes (MNB)
MNB is a widely used ML model due to its efficiency and
ability to combine evidence from a large number of features
[15]. MNB is based on Bayes’ Theorem and has a bag of
words assumption that the position of words does not matter.
MNB also assumes that the presence of a particular feature
in a class is unrelated to the presence of any other feature
(i.e., assumption of conditional independence) [12]. The dis-
tribution of the scikit-learn MNB model is parameterized by
vectors 𝜃𝑦 = 𝜃𝑦1, ..., 𝜃𝑦𝑛 , where 𝜃𝑦 represents a probability
distribution over the vocabulary and how likely a feature is
to appear. The parameter 𝜃𝑦 is estimated by the following
smoothed version of maximum likelihood:

𝜃 ′𝑦𝑖 =
𝑁𝑦𝑖 + 𝛼

𝑁𝑦𝑖 + 𝛼𝑛
(1)

In Equation 1, 𝑁𝑦𝑖 represents the number of times that fea-
ture 𝑖 appears in sample class 𝑦 of the training dataset, and
𝑁𝑦 =

∑𝑛
𝑖=1 𝑁𝑦𝑖 represents the total count of all features for

class 𝑦 [21]. The MNB models implemented in this work
use the scikit-learn default smoothing parameter of 𝛼 = 1,
which initiates Laplace smoothing to account for features
not present in the learning samples (i.e., zero probability
values).

Support Vector Machines (SVM)
Support Vector Machines (SVM) are supervised learning
models that aim to find the maximum marginal hyperplane
that optimally divides a dataset into classes [27]. This re-
search builds sentiment classifiers via the C-Support Vector
Classification model of the scikit-learn libray. These classi-
fiers use a linear kernel, the inverse of regularization strength
𝐶 is set to 1, and 𝑔𝑎𝑚𝑚𝑎 is the fraction of one over the total
number of features. Given one array of training samples and
one array of sentiment labels, an SVM model can be fit on
the training data and used to predict positive or negative
sentiments.

SVM is a memory efficient algorithm because of its use of
support vectors, which are a subset of training data points
in the decision function [21]. However, separating support
vectors from the rest of the training data is a quadratic pro-
gramming (QP) problem and has expensive time complexity.
Scikit-learn uses a QP solver that is based on a libsvm [6]
implementation in which depending how the libsvm cache is
used in practice, the algorithmic complexity scales between
𝑂 (𝑁𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 × 𝑁 2

𝑠𝑎𝑚𝑝𝑙𝑒𝑠
) and 𝑂 (𝑁𝑓 𝑒𝑎𝑡𝑢𝑟𝑒𝑠 × 𝑁 3

𝑠𝑎𝑚𝑝𝑙𝑒𝑠
).
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Logistic Regression (LR)
LR is a classification algorithm that uses the sigmoid acti-
vation function to create a probability distribution over the
classes. A hypothesis can be represented via the function
ℎ𝜃 (𝑥) = 1/1+𝑒−𝜃𝑇 𝑥 such that 0 ≤ ℎ𝜃 (𝑥) ≤1 and 𝑥 is a feature
vector [17]. In the context of sentiment analysis for tweets
and movie reviews, given a document and its feature vector
𝑥 that is parameterized by 𝜃 , ℎ𝜃 (𝑥) outputs the estimated
probability that the sentiment of the document is positive. LR
also employs a convex cost function that severely penalizes
the learning algorithm whenever an incorrect classification
is made [18]. The scikit-learn LR models implemented in this
work use L2 regularization and set the inverse of regulariza-
tion strength 𝐶 equal to 1.

5 DATA
Two datasets were gathered for the purpose of this research.
One consists of 50,000 IMDB movie reviews and their corre-
sponding sentiments. Exactly half of the reviews are labeled
with a positive sentiment, and the remaining half have a
negative sentiment. Mass et. al [14] created this dataset by
extracting movie reviews from the IMDB movie review web-
site. Each movie review is paired with a numeric rating (scale
of 1-10), and the authors used these ratings to classify the
reviews as either positive or negative. The authors consid-
ered only highly polarized reviews, where a negative review
has a score in the range of [1, 4], and a positive review has
a score in the range of [7, 10]. Since certain movies receive
substantially more reviews than others, the authors main-
tained balance in the dataset by including a maximum of 30
reviews per movie.

The second dataset used in this work is a Twitter dataset
consisting of 1.6M tweets and a positive or negative senti-
ment for each tweet. Go et. el [8] used an automatic approach
to generate the dataset by leveraging the presence of emoti-
cons in tweets. The authors assumed that any tweets con-
taining positive emoticons, like :), were positive, and tweets
with negative emoticons, like :(, were negative. Moreover,
any tweets containing both positive and negative emoticons
were considered to be neutral and excluded from the dataset.
All tweets were collected via the Twitter Search API, and
each row of the source dataset consists of a tweet, positive or
negative sentiment, and other metadata related to the tweet
(e.g., time stamps). However, only the tweets and sentiments
were extracted for this research, and the dataset was reduced
to 50,000 tweets (half positive and half negative) to match
the size and class balance of the IMDB dataset.
These datasets are particularly useful for investigating

RQ2 because the domain of online movie reviews varies
greatly from Twitter. At the time of collecting the Twitter
dataset, tweets were limited to a maximum of 140 characters,

while movie reviews have a maximum limit of 10,000 char-
acters. Moreover, tweets have the potential to refer to many
different subject domains, while movie reviews are focused
on only one (movies). Tweets also contain a higher frequency
of mispellings and slang than text from other domains [8].

6 EVALUATION
For each dataset, an experiment was conducted to evaluate
the performances of MNB, SVM, and LR. This section de-
scribes the procedure that is used by both experiments to
determine the most effective models. Both experiments are
conducted using Python 3, the scikit-learn library, and the
Jupyter Notebook.

Experimental Procedure
Each experiment begins by loading the appropriate dataset
into Jupyter Notebook, and only the text (tweets or movie
reviews) and sentiments (positive or negative) are extracted.
Data processing begins by removing any blank rows and
converting all text to lowercase. Next, all text streams are
tokenized, where each entry in the corpus is split into a set
of individual words. Stop words are not removed from the
text because certain stop words (e.g., negating words) are
indicative of sentiment [14].

After processing the data, the dataset is split into training
and testing sets, where 80 percent of the data is used for train-
ing and 20 percent is used for testing. Next, the training and
testing predictors are each converted into a matrix of term
frequency-inverse document frequency (TF-IDF) features via
the scikit-learn TF-IDF Vectorizer [21]. All three models are
then trained using the TF-IDF feature matrix from the train-
ing split. Once the models are finished training, predictions
are made using the TF-IDF feature matrix from the testing
split. Finally, all necessary performance metrics are calcu-
lated (e.g. precision, recall, and F1) and a confusion matrix is
generated.

Experimental Results and Discussion
Table 1 summarizes the results of both experiments, where
SVM achieves the highest effectiveness for both datasets
(F-measure of 0.91 and 0.78 under the IMDB and Twitter
domains, respectively). These results answer RQ1 and sup-
port the hypothesis that SVM would achieve the highest
F-measure for both datasets. However, LR achieves scores
within 2% of SVM for both datasets, and the difference in
effectiveness between SVM and LR may not be significant.
Table 1 also shows that the SVM, MNB, and LR models are
most effective at classifying movie reviews. Although the
models maintain a consistent order in scores across both
datasets (i.e., SVM has the highest scores, followed by LR
and MNB), the actual scores themselves are not consistent
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and contradict the hypothesis that consistent effectiveness
scores would be maintained across all domains.

A likely reason why the models are more effective at clas-
sifying movie reviews is that the IMDB dataset is domain
specific to movies, while tweets span across a much wider
range of domains. The models trained on the IMDB movie
dataset are only exposed to documents of a similar nature
that have the goal of rating a movie. Conversely, tweets can
be related to any topic that a user is interested in, and more
training examples are needed to cover the diverse nature
of tweets. Moreover, the 140 character limit limit of tweets
may be another reason why all the models had higher ef-
fectiveness scores when classifying movie reviews. IMDB
states that a quality review is typically between 200-500 char-
acters long, but users are allowed to submit reviews of up
to 10,000 characters. Even though the Twitter and IMDB
datasets consisted of an equal number of entries, it is likely
that the IMDB models achieved higher scores due to the
higher number of tf-idf vector features obtained from the
larger supply of words in the IMDB training set.

Both experiments also highlight the poor time complexity
of SVM, in which the average training time for both mod-
els was 16.93 minutes. The average training time for the
LR models was 2.8 seconds, and the MNB models took an
average of only 0.03 seconds to train. These results suggest
that a tradeoff exists between effectiveness and efficiency,
and the choice of a model should be task-dependant. For
example, real-time Twitter sentiment analysis for predict-
ing stock prices may benefit from the fast training times of
LR and MNB. However, in an environment where human
lives are at risk (i.e., autonomous vehicles), a business may
need to endure longer training times to achieve maximum
effectiveness.

7 FUTUREWORK
The results of the experiments suggest that SVM, MNB, and
LR can be effective at classifying the sentiments of tweets and
movie reviews, but these results can potentially be improved.
First, a new model will be trained and tested using the entire
1.6M records from the Twitter source dataset. Compared to
the reduced dataset used in these experiments, a larger train-
ing set of 1.28M tweets is likely to improve the effectiveness
of all models. Go et. al [8] also found that for some models,
accuracy was improved when using a combination of uni-
grams and bigrams. Future experiments will build on these
ideas and test SVM, MNB, and LR models implemented with
the same feature combinations. These experiments will also
investigate how adding a sentiment class for neutral text will
impact the performance of different models.

Table 1: Results from both experiments showing the pre-
cision, recall, and F-measure achieved by the SVM, MNB,
and LR models when trained on Twitter and IMDB datasets.
Scores for both positive and negative sentiments are pre-
sented, along with a weighted average of the positive and
negative scores.

Dataset Model Class Prec. Rec. F-measure
Neg. 0.92 0.90 0.91

IMDB SVM Pos. 0.90 0.92 0.91
Avg. 0.91 0.91 0.91
Neg. 0.84 0.88 0.86

IMDB MNB Pos. 0.88 0.83 0.86
Avg. 0.86 0.86 0.86
Neg. 0.90 0.88 0.89

IMDB LR Pos. 0.89 0.91 0.90
Avg. 0.89 0.89 0.89
Neg. 0.79 0.76 0.78

Twitter SVM Pos. 0.76 0.79 0.78
Avg. 0.78 0.78 0.78
Neg. 0.72 0.82 0.77

Twitter MNB Pos. 0.79 0.68 0.73
Avg. 0.76 0.75 0.75
Neg. 0.79 0.75 0.77

Twitter LR Pos. 0.76 0.79 0.78
Avg. 0.77 0.77 0.77

The primary limitation of this work is a lack of statistical
analysis for measuring significance in the evaluation results.
Precision, recall, and F-measure are useful metrics for evalu-
ating the effectiveness of models, but these metrics alone do
not suffice for determining if the results are reliable. Yeh [28]
found that many commonly used tests for measuring model
effectiveness underestimate the significance between differ-
ent models. This underestimation is often due to a violation
of independence assumptions, and a critical component of
future work will be to use randomized tests for measuring
precision and F-measure. Randomization is a type of strati-
fied shuffling that gathers all scores made by the model of
interest, shuffles them, and reassigns them to one of 𝑛 mod-
els that are being evaluated [28]. Randomization requires
no previous assumptions of independence, and using ran-
domization in future experiments will help determine if one
model achieves significantly better results than another.

Since this work only uses the scikit-learn implementations
of MNB, SVM, and LR, future research will recreate the Twit-
ter and IMDB sentiment analysis experiments using other
ML libraries. The primary goal of these experiments is to
investigate if consistent results can be achieved by the same
algorithms that are implemented with different frameworks
(e.g., scikit-learn, WEKA [9] and Apache Spark [30]). These
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experiments are important because they can help developers
make informed decisions when evaluating the overall useful-
ness of different models implemented by different sources.
However, Büttcher et. al [5] argue that efficiency is an equally
important metric to consider when evaluating how well a
model is doing the task it was designed for. Efficiency mea-
sures the resource consumption of a model while conducting
a task, and these experiments will analyze the training and
testing time complexities of the MNB, SVM, and LR models.
Hate speech detection on Twitter is an interesting use

case of sentiment analysis, and a long-term goal is to use
ideas from [4, 7, 13] to build a hate-speech classifier. Models
will be trained to classify tweets as either being hate speech,
offensive, or neither, and a key challenge will be to reduce
the number of times that offensive speech gets classified as
hate speech. Training a model to define a concrete border
between offensive and hateful tweets could perhaps be ac-
complished by implementing a penalty system that would
severely punish the learning algorithm whenever an offen-
sive tweet is misclassified as hate speech, but the incorrect
classification of hateful tweets would be penalized less. The
intuition behind this idea is that if Twitter wanted to one
day launch an automatic hate speech detection and removal
system, classifying non-hateful tweets as hateful would be
very problematic and inhibit the usability of the platform
(e.g., people could become frustrated and leave the platform).
Conversely, incorrectly classifying a hateful tweet is not the
ideal outcome of a model, but the consequences are much
less severe (e.g., a small number of people see an offensive
tweet before it is manually taken down by Twitter).

8 CONCLUSION
This research shows that scikit-learn implementations of
MNB, SVM, and LR can achieve high effectiveness when
classifying sentiment in text. SVM achieves the highest effec-
tiveness scores for both Twitter and IMDB domains, but the
quadratic time complexity of this algorithm results in much
higher training times than MNB or LR. Experimental results
also show that these algorithms are more effective when
trained on domain-specific IMDB movie reviews, rather than
multi-domain tweets. When combined with other ML tech-
niques, sentiment analysis can play a valuable role in helping
businesses gain intelligence from massive amounts of data.
As data continues to grow at a massive scale, these tech-
niques are likely to become increasingly valuable, and it
is important for the NLP community to continue research
towards improving the effectiveness and efficiency of senti-
ment classifiers.
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